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Title of Artıcle-1: 

Heuristic smoothing ant colony optimization with differential information for the traveling salesman 

problem. (Li et al., 2023) 

 

1. The Main Contribution 

This study proposes the heuristic smoothing ant colony algorithm with differential edge 

information (HSDACO), a new algorithm that performs better than other metaheuristics for 

solving Travelling Salesman Problem (TSP). The authors introduce heterogeneous population 

automation in the initialization stage, giving each Ant more autonomy in selecting candidate 

solutions. They also employ a tour construction method and smooth search operators for 

population evolution. The pheromone update mechanism is redesigned to explore differential 

edges using differential information, and evolutionary state estimation and adjustment are 

used to monitor the appearance of stagnation states and increase the possibility of exploring 

global optima. 

2. Data Set 

In this study, the proposed HSDACO algorithm was evaluated on public TSP benchmark 

instances named the TSPLIB library and compared with other state-of-the-art algorithms. The 

benchmark instances are commonly used data sets in the field of TSP to evaluate the 

performance of algorithms. These data sets typically consist of a set of cities with coordinates 

and the distances between each pair of cities (Robert Grant Revision, 2018). For the size of 

the city, this study used benchmark instances ranging from 16 to 1000 that were selected from 

the standard TSPLIB library as well as the comparative statistical test and analysis carried out 

using Wilcoxon signed rank test and Friedmans test. 

There are certain data preprocessing requirements for TSP benchmark instances. The TSP 

benchmark instances usually come in the form of distance matrices, where each entry 

represents the distance between two cities. Before using these matrices as inputs to an 

algorithm, they need to be properly processed to ensure that the TSP instance is valid. The 

main preprocessing steps include: 

▪ Ensuring symmetry: Since the distance between city i and city j is the same as the 

distance between city j and city i, the distance matrix needs to be symmetrical. If it is 

not, the matrix needs to be adjusted accordingly. 



▪ Removing self-loops: The distance between a city and itself is always 0, so the 

diagonal entries of the distance matrix need to be removed. 

▪ Checking for triangular inequality: The triangular inequality states that the distance 

between two cities cannot be greater than the sum of the distances between those cities 

and a third city. If the distance matrix violates this inequality, it is not a valid TSP 

instance and cannot be used for benchmarking purposes. 

After these preprocessing steps are completed, the TSP instance can be used as input to a TSP 

algorithm for testing and evaluation. 

3. Method 

A novel ant colony optimization (ACO) algorithm called HSDACO is used in this study to 

address the rapid convergence to local optima and unsatisfactory computational accuracy 

limitations of existing ACO for solving the Traveling Salesman Problem (TSP). The 

HSDACO algorithm uses heterogeneous population automation, three smoothing techniques 

with the 2-Opt method, differential information updating mechanism, and evolutionary state 

estimation and adjustment to improve the quality of candidate solutions. The experimental 

results demonstrate that the proposed HSDACO algorithm performs substantially better than 

state-of-the-art algorithms in terms of solution accuracy and convergence speed for mid-scale 

and small-scale TSP instances.  

The ant-cycle model's pheromone updating method is better at finding the optimal route but 

has a tendency to converge quickly without high accuracy compared to other state of art 

models like the ant-density model and ant-quantity model. Therefore, the proposed HSDACO 

algorithm focuses on exploring more potential solutions with higher accuracy. The 

methodological flow chart of this paper is shown in Figure 1.  

4. Findings And Discussion 

The effectiveness of the HSDACO algorithm was revealed after implementation, showing that 

its mean time consumption rank is 1.21 in small-scale TSP instances and 3.63 in middle-scale 

TSP instances. The HSDACO algorithm outperforms the Hybrid Ant Algorithm With 

Crossover Operator (HAACO), Ant Colony Optimization With Heuristic Crossover Operator 

(ACOH), the Memetic Algorithm With Swap Mutation And LKH Operator(MAS), 

Neighborhood-Based Discrete Differential Evolution (NDDE), Dynamic Self-Organizing 

Swarm (DSOS), and Discrete Bat Algorithm With Local Search (DBAL) in terms of 

accuracy., with a significance level of 1%. Although it ranks sixth among all algorithms in the 



study for middle-scale TSP instances, it is the lowest in small-scale TSP instances. The 

ablation study supports the logic and necessity of each proposed approach in solving the TSP 

by HSDACO, including heterogeneous population automation, 2-Opt with concave and 

convex settings, differential information updating mechanism, and estimation and adjustment 

of the evolutionary state. 

 

Figure 1. methodological flowchart of review paper 1  

 



Overall, the results of the comparison with state-of-the-art algorithms in TSP benchmark 

instances have further validated the outstanding performance of the proposed HSDACO 

algorithm. However, the solving speed of the HSDACO algorithm for middle-scale TSP 

instances needs improvement. Some main findings of this research paper are shown in Figure 

2. 

  

 

 

Figure 2. Some results of this research paper 



5. Limitations 

Some challenges of this study can be addressed in the future term:  

• Recent metaheuristics optimization algorithms such as grey wolf optimizer (GWO), 

black hole algorithm (BHA), Ant lion optimizer (ALO), etc can be used to easily solve 

TSP problems by abundant performance complexity. 

• The domain of research could be expanded to cover more complex TSP instances with 

additional constraints in order to strengthen the algorithm's theoretical base and real-

world applications. 

• Efficient heuristic approaches need to be designed to reduce the time complexity of 

the algorithm and to improve its overall performance. 

• Flexible parameter tuning techniques may be implemented to simplify the workload 

associated with selecting parameters, which plays a crucial role in the ant colony 

algorithm and requires significant preparation. 

 

 

 

 

Title of Article-2:  

A Comparative Analysis of Optimization Heuristics Algorithms as Optimal Solution for 

Travelling Salesman Problem. (Ajayi et al., 2022) 

 

1. The Main Contribution 

The main contribution of the research paper is the examination and development of effective 

and efficient optimization techniques to obtain the shortest or suboptimal path for the 

Travelling Salesman Problem (TSP), which is a combinatorial optimization problem. The 

paper highlights the feasibility of Heuristic Algorithms for solving TSP, particularly the Ant 

Colony Optimization Algorithm, which is reported to be more effective in solving shortest-

path problems than other algorithms. The research also compares the performance of 

Dijkstra's Algorithm and Particle Swarm Optimization (PSO) with ACO for simulations with 

a given route length, showing that more iterations lead to more accurate results with the PSO 

algorithm. 

 



2. Data Set 

This research study used symmetric TSP instances for the analysis purpose of proposed 

algorithms. In the context of the Traveling Salesman Problem (TSP), symmetric instances 

refer to situations where the distance between two cities is the same regardless of the direction 

traveled. In other words, the distance from City A to City B is the same as the distance from 

City B to City A same as in Table 1. This is a common assumption in many TSP applications 

and is used in this research paper for experimental purposes. 

Table 1. An example of symmetric tsp instances is Cities with a given Distance (miles) 

 

 

3. Method  

The method of this research paper includes conducting experiments with a given set of cities 

and routes to compare the performance of ACO and Dijkstra's algorithm. The paper analyzes 

the impact of parameters such as the number of ants on the quality of solutions in the ACO 

algorithm. The novelty of the research lies in the use of the ACO algorithm which is 

stochastic, population-based, and provides multiple suboptimal solutions with a low number 

of iterations. The research fills the research gap in finding an efficient and powerful 

optimization algorithm for TSP, particularly in cases with a large number of cities. The 

research also compares the performance of ACO with Dijkstra's Algorithm and shows that the 

ACO algorithm provides relatively good results in a short time, making it useful for solving 

practical problems. The results reported in the research are beneficial to the transport and 

logistics industry. The methodological flow chart of this paper is shown in Figure 3.  



 

Figure 3. methodological flowchart of review article 2  

4. Findings And Discussion 

The study found that the quality of solutions achieved by ACO depends on the number of ants 

used. A smaller number of ants allow for faster changes in the path, while a higher number of 

ants leads to a higher accumulation of pheromone on paths and better results. Both ACO and 

Dijkstra's Algorithm gave better results than random route generation. Results from ACO 

showed the best routes and total length, while Dijkstra's Algorithm showed the minimum cost 

for source and destination nodes. PSO gave better results than ACO with slower convergence, 



requiring more iterations for accurate results. The main finding of this research paper is 

shown in Figure 2. 

 

Figure 4. A Result of this research paper 

5. Limitations 

Some challenges of this study: 

• The study focused on the TSP problem and may not be applicable to other 

optimization problems. 

• The proposed ACO algorithm may not be the most efficient or optimal solution for all 

TSP instances. 

• The experiments were conducted using a limited set of parameters, and further 

experimentation with different values may yield different results. 

• The study did not compare the proposed ACO algorithm with other state-of-the-art 

TSP algorithms, which could provide further insights into its performance. 

• The research was limited to simulation experiments, and real-world experiments may 

yield different results. 



• The research was limited to a single objective function and did not consider multi-

objective optimization. 

• The proposed algorithm may be sensitive to the initial conditions, and further 

investigation into its robustness is needed. 

• The scalability of the proposed algorithm for large-scale TSP instances is not clear and 

requires further investigation. 
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